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Abstract—Generally, fraud risk implies any intentional decep-
tion made for financial gain. In this paper, we consider this
risk in the field of services which support transactions with
electronic money. Specifically, we apply a tool for predictive
security analysis at runtime which observes process behavior with
respect to transactions within a money transfer service and tries
to match it with expected behavior given by a process model.
We analyze deviations from the given behavior specification for
anomalies that indicate a possible misuse of the service related to
money laundering activities. We evaluate the applicability of the
proposed approach and provide measurements on computational
and recognition performance of the tool – Predictive Security
Analyzer – produced using real operational and simulated logs.
The goal of the experiments is to detect misuse patterns reflecting
a given money laundering scheme in synthetic process behavior
based on properties captured from real world transaction events.
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I. INTRODUCTION

The field of Mobile Money Transfer (MMT) is a growing
market segment, particularly in developing countries where
banking systems may not be as dense or available as in
developed countries. For example, M-Pesa, which was launched
in 2007 in Kenya, displayed in December 2011 about 19 million
subscribers, namely 70% of all mobile subscribers in Kenya [1].
Orange Money is deployed in 10 countries and gathers around
14% of the mobile subscribers of these countries [2]. In such
services, transactions are made with electronic money, called
mMoney. The users can convert cash to mMoney through
distributors and use it to purchase goods at merchants, pay
bills or transfer it to other users [3]. Like any other money
transfer service, this service is exposed to the risk of money
laundering, i.e., misuse through disguising illegally obtained
funds to make them seem legal, and more generally fraud
risk that implies any intentional deception made for financial
gain [3].

In this paper, we apply a tool – the Predictive Security
Analyzer (PSA) – that implements predictive security analysis
at runtime [4], [5] in order to identify misuse patterns in event
streams of MMT transactions that can be concerned with money
laundering activity. Predictive security analysis at runtime is an
advanced method for the evaluation of security-related events

and their interpretation with respect to: (1) the known control-
flow of the processes involved, and (2) the required security
properties. With respect to (1), deviations of observed process
behavior from the given process specification are analyzed.
These deviations can be the result of an evolution in the process
specification, problems with the measurement (e.g., lost events),
or anomalies caused by attacker’s interventions. Regarding (2),
continuous monitoring of security properties specified for the
process in question is performed to detect potential security
violations.

The PSA takes as an input real-time events from the
process execution environment, a process model and its security
requirements. For informal modeling of MMT processes (at the
business logic level) we employ the Event-driven Process Chain
(EPC) language [6]. Security analysis of event-driven processes
uses a formal process model encompassing the incoming events.
If a critical state, i.e., a process anomaly or a security require-
ment violation, is detected the PSA provides a semi-automatic
treatment by visualization and inspection of the problem (un-
certainty management) or performs automatic generation and
dissemination of alerts for further processing depending on the
selected option. Due to the advanced security analysis method
the PSA can enhance evaluation and correlation capabilities of
Security Information and Event Management (SIEM) systems,
as shown for MASSIF SIEM [7].

In this paper we evaluate the applicability of the approach
and the performance of the PSA in this context. In particular,
we show that: (1) the PSA is able to manipulate an event
stream of operational systems in real time; (2) the PSA is
able to raise alerts on most fraudulent transactions related to
money laundering. The results of the experiments on real and
simulated events for several money laundering scenarios will
allow us to determine sensitivity and specificity of the PSA
and refine the detection scheme.

The paper is organized as follows: Section II introduces the
MMT scenario and a misuse case related to money laundering
and Section III gives an overview of the PSA and its application
in the experiment. Section IV introduces the experimental
setup, while Section V discusses the results of the experiments.
Section VI reviews related work and Section VII presents
conclusions and directions for further research.
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Figure 1. Economical environment of Mobile Money Transfer services

II. FRAUD DETECTION IN MOBILE MONEY TRANSFER
SYSTEM

A. Mobile Money Transfer

This article is based on the MMT use case detailed in [8].
This section sums up the major points to understand the use
case. MMT systems are systems where electronic money, called
mMoney (or m), is issued to different roles (e.g., regular users,
retailer, merchant, etc), in order to perform various types of
transactions (e.g., mobile recharge, cash in, cash out, national
or international transfer, bill payments, etc). Figure 1, which
is adapted from [9], shows the economic principle of mMoney
and the roles of the various actors. As depicted, the Mobile
Network Operator (MNO) emits mMoney in partnership with a
private bank. The MNO regularly produces compliancy reports
to the Central Bank, responsible for the country’s monetary
policy. In particular, it is the MNO’s responsibility to detect
suspicious money laundering activities and to report them to
the Central Bank, hence the importance of SIEM systems for
MMT systems. The emitted mMoney can only be used among
the MNO’s clients who subscribe to the MMT service. The
subscribers are end-users, service providers or retailers. They
hold a prepaid account stored on a platform and accessible
via the MNO’s network and an application on their mobile
device. Some users, such as retailers or service providers, can
use computers to access their account. This account contains
mMoney which can be acquired from the retailers. End-users
can either transfer money to other end-users or purchase goods.

B. Misuse case

We are interested in a misuse case related to money
laundering using MMT (see Figure 2). A malicious user
(fraudster) transfers small amounts of money to several mules.
These mules can optionally receive the money at the end of
a chain of mules. Then the mules of the final chain make a
final transfer to a second malicious user. Each mule may keep
a small percentage of the transfer as a salary. Also, these mule
transfers can be manually operated by a mule or automatically
transfered by a malicious software installed on the mobile
phone and exploiting a flaw in the mobile money application.
This way, the first malicious user has transfered money to the

Figure 2. Description of the money laundering scenario: several mules receive
mMoney from a malicious user and transfer a high percentage of this mMoney
to another malicious user. The first malicious user does not want to be directly
linked with the second malicious user

second malicious user, but there is no direct transfer traces
between them.

Many schemes of money laundering are known and crimi-
nals struggle to invent new ones [10], [11]. In this paper we
consider a money laundering scheme involving the following
assumptions: (i) there is only one mule in the chain of mules;
(ii) the amount of a fraudulent transaction is much smaller then
the average on the system; (iii) along with fraudulent actions
the mules perform regular mMoney transfers; (iv) normal
behavior of a MMT user (as observed in the operational logs)
is persistent in regard to transaction amounts used, i.e. sudden
changes in transferred mMoney amounts indicate an anomaly.
These limitations do not restrict the proposed approach to fraud
detection as far as one is able to model a process workflow
related to a chosen (any other) money laundering scheme.

III. PREDICTIVE SECURITY ANALYSIS AT RUNTIME

The PSA provides support for the whole cycle of event-
driven process security analysis.

a) Event pre-processing: Events come from an Exten-
sible Markup Language (XML) stream or a database based
on a pre-defined event schema, which is necessary in order to
filter out data containing information not relevant to security
analysis. Therefore, the PSA supports the creation of an event
abstraction and mapping of events to the corresponding process
instance (cf. Figure 3).

b) Process specification, adaptation, and close-future
behavior analysis: The PSA uses Asynchronous Product Au-
tomata (APA) for formal process representation [12]. Process
specifications given in EPC can be modeled by APA. EPCs are
used in business process engineering, deployment and runtime
control and supported by such leading products as SAP R/3
and ARIS [13]. The EPC language is intended to be easy
to understand and use by people who are not familiar with
formal specification methods. Therefore, the PSA assists the
user not only in generation of a EPC, but also in transformation
of this informal process model into an operational formal
model. Existing EPC models can be adapted step-by-step,
using archived event logs for replay and also interactively



Figure 3. Feature selection. Few fields of the events are used, and the
concatenation of two of them provides the process id
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Figure 4. Runtime behavior of the PSA

during runtime. The uncertainty management supports semi-
automatic adaptation of process models according to the
context conditions. Uncertainty situations can occur during
synchronization of the state of a running process instance and
the state of the model if the process model is not accurate
enough or outdated, or when unknown events are received or
expected events are missing. Beside APA models, Petri Net
Markup Language (PNML) specifications [14] generated by
process discovery tools (e.g., ProM [15]) can be imported. For
all specification methods the computation of the close-future
behavior is supported.

c) Security requirements specification and evaluation:
The PSA allows for specification of the required security
properties that the monitored process should fulfill (a security
model in form of monitor automata), on-the-fly check of
security requirements with respect to current process behavior
(detection of critical process states), as well as techniques for
on-the-fly check of security requirements with respect to close-
future process behavior (prediction of critical process states).

d) Situational awareness and alarm generation: The
PSA provides visualization of current process states with
respect to security requirements by means of security monitors,
and generation of alarms on detection of critical states.

In the work presented in this paper the PSA has been used in
two phases, namely, a learning phase and an anomaly detection
phase.
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Figure 5. Subgraph of EPC for MMTS

In the initial learning phase, the normal behavior pattern
with regard to the transaction characteristics is learned by
processing an event log without malicious content. A mapping
to classify the transactions with regard to the amount of money
transferred (cf. Table I) and the order of such abstract events
in the event log is used for this purpose. For example, an event
from the MMT system where the amount of transferred money
is greater than 500 but less or equal 1000 is mapped to the
abstract event medium. This mapping is created empirically
using real operational logs of the MMT system and can
change if different training sets are used. Figure 4 shows an
overview of the PSA event processing steps in the learning
phase. The dashed action “Adjust process model” is done
semi-automatically and requires the user’s involvement during
runtime. All other actions are performed automatically.

Figure 5 shows a subgraph of an EPC which was learned for
the MMT model. The graph shows the control flow structure
of a process as a chain of events and functions. Rectangles
with rounded corners denote EPC functions and hexagons
denote EPC events. Functions represent active components,
i.e., activities, tasks or process steps, which are triggered
by events. Events are passive, they represent the occurrence
of a state which describes the situation before, or after, a
function is executed. Logical and , or , and xor (exclusive
or) operators are used to connect the basic constructs, in
this way the control flow is specified. For example, after an
event medium the function EPC_medium is triggered. The
expected “normal” events after execution of EPC_medium
are {normal,medium, big}.

In the anomaly detection phase the PSA identifies devia-
tions from the normal characteristics based on the values from
a transaction monitor and generates alerts. In our experimental
setup, the transaction monitor has been replaced by synthetic
process behavior composed of simulated logs based on proper-
ties captured from real logs. In the anomaly detection phase the
dashed action “Adjust process model” in Figure 4 is not used.
Instead, an alert is generated automatically by the uncertainty
management components of the PSA.

In order to reduce the number of alarms, it is necessary
to configure the normal behavior model with the help of a
real world dataset with annotated transactions (suspicious/not
suspicious) or to use an additional component which filters the
alerts generated by the PSA. Fraud analysis with additional
components is beyond the scope of this paper.



IV. EXPERIMENTAL PROTOCOL

A. PSA Configuration

The PSA is used in a non-interactive way: when it detects
an unexpected event, an alert is automatically generated.

1) Definition of a mapping: The amount of a transaction is
a continuous variable in R, therefore discretization is necessary
to get computable abstractions of the behavior. For this reason,
we have empirically created various classes of transfer amounts
(see Table I).

2) Definition of an EPC: In order to use the PSA it is
necessary to define an EPC which models the MMT process.
However, the events generation does not come from the control
flow of the mobile money system, but from the behavior of
its users. For this reason, the EPC must model the workflow
of the user and not the workflow of the system. It is possible
to define several processes in one PSA model. The PSA also
provides the capability to investigate parallel running process
instances with the same behavior. This capability was used to
specify a general behavior which is followed by every user.

We found out that it is challenging to define a workflow
of transactions because every user is free to use the system
as he wants (i.e., he can choose own amounts, frequencies,
communities of interests, etc.). There is one process instance
for each pair of active users and type of transaction (i.e.,
(user1, CASHIN)), because we make the assumption that the
amount of transactions of the same type (i.e., only CASHIN ,
only TRANSFER, etc.) are similar, while amounts of trans-
actions of different kinds are not [16].

For this reason we have to create a more general process. A
process behavior representation which is generated by the PSA
from the respective EPC (cf. Figure 5) is shown in Figure 6.
Each node is a state, each edge is a transition labeled with the
event source. For each state, only the following transactions
are authorized: do a transfer in the same amount family, do
a transfer with the previous amount family, or do a transfer
with the next amount family. The very first transition allows
to go to any state. All the other possible transactions which
are not present in the graph raise an alarm and are considered
as being potentially malicious.

B. Logs at our disposal

1) Operational logs: Although different kinds of logs
(access, transfer, etc.) can exist in the mobile money transfer
system, we only have at our disposal the transactions log.
The transactions log contains the sender and receiver of the
transaction, its amount, its success, the type of transaction and
the type of the sender and of the receiver as well as other fields
specifics to the system. These logs are driven by the behavior
of the users: indeed the events are propagated only when the
user do some transactions. We have more than 4.5 millions of
correct events (accepted transactions) acquired on a period of
9 months.

However, as we have no ground truth (i.e., fraudulent or
not fraudulent) on these events, we cannot use them directly to
detect fraud. They are nevertheless very useful to analyze the
ability of the PSA to manage real life events in real time. For
detection evaluation (in terms of error rates), we use simulated
logs.
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Figure 6. Process behavior representation of the EPC defined for MMTS

2) Simulated Events: As real world transactions have no
ground truth we have implemented the misuse case in a
simulator [17]. This simulated world is based on properties
captured from real world transaction events. We are interested
in a money laundering scenario (see Figure 2).

We have configured 3 scenarios with different number of
users of the following categories:

a) Regular users: They make regular transfers (mean
amount of 4000, standard deviation of 500), withdrawal and
deposits.

b) Malicious users: (within the group of regular users).
They want to exchange money without leaving direct traces in
the system.

c) Mules: (within the group of regular users). They
receive an amount (min amount of 20, max amount of 100)
from a malicious user and transfer it later to another one after
keeping 10% of interest.

d) Merchants: They correspond to shops where regular
users can buy goods with mMoney.

e) Retailers: They allow end user to exchange mMoney
with real money (and vice versa).

The parameters of the three scenarios are:

S1 No money laundering: 50 regular users, 8 merchants,
4 retailers. This set serves to verify if normal transfers
are detected as being fraudulent (False Positive).

S2 Money laundering: 50 regular users, 5 mules, 8 mer-
chants, 4 retailers. This set serves to verify if the PSA
is able to detect frauds.

S3 Money laundering with more individuals: 500 regular
users, 10 mules, 16 merchants, 4 retailers This set
serves to verify if the PSA can detect frauds when
there are more non-fraudulent events.



Table I. MAPPING FOR DISCRETIZATION OF THE TRANSACTIONS’ AMOUNTS

Class minuscule tiny small normal medium big large huge
Amount condition ≤ 5 ≤ 50 ≤ 200 ≤ 500 ≤ 1000 ≤ 2000 ≤ 5000 other

Note that, we have used a slightly different mapping for
the simulated logs in comparison to the real logs.

C. Experiment

Our analysis tackles the computational and recognition
performance of the PSA. We seek to ascertain how long it takes
to process an event or spread an alert and whether it is possible
to treat in real time the stream of events of an operational MMT
system. The computations were done with a personal computer
(2 cores CPU at 2.70GHz, 4Gb RAM). Finally, we will measure
the error rates of the PSA. Any potential errors in detection
will be taken advantage of in order to learn and improve the
detection scheme.

D. Evaluation metrics

The computational performance of the PSA is evaluated
by counting the number of events per second successfully
processed by the PSA. For the recognition performance we
use several metrics: (a) False Positive, not fraudulent event is
detected as being fraudulent; (b) False Negative, fraudulent
event is detected as being not fraudulent; (c) True Positive,
fraudulent event is detected as being fraudulent; (d) True Neg-
ative, not fraudulent event is detected as being not fraudulent.

V. EXPERIMENTAL RESULTS

A. Real events analysis

For the real events, we are interested in the computational
performances. Figure 8a represents the number of transactions
between the different states (only the transactions present in the
events log are displayed). Most transactions are not considered
as suspicious and most suspicious transactions are between the
state “tiny” and “normal” (so a more accurate process model
would allow such kind of transitions).

We found out that there was one process per pair of users
and transaction type. With the real log, the PSA was able to
manage 640,000 instances without any problem. 40 minutes
were enough to process 4.5 millions of events, with the process
behavior presented in Figure 8a, and produce 0.5 millions of
alerts. 33 minutes were enough for a complete run which does
not generate alerts. Set X as the time to process an event
and Y the additional time to process an alert. They can be
found by solving these two equations: X ∗ 4.5M = 33 ∗ 60
and X ∗ 4.5M + Y ∗ 0.5M = 40 ∗ 60, which gives X =
0.00044 and Y = 0.00480. Thus, in the best theoretical case
(no alerts are generated), the PSA is able to process more
than 2200 events/second (1/X), while in the worst theoretical
case (all events raise an alert), the number is reduced to 191
events/second (1/(X + Y )). We can summarize these results
by saying that the PSA is able to manage an average of 100
millions of events per day on a standard computer ((2200 +
191)/2 ∗ 60 ∗ 60 ∗ 24).

Figure 7. Histogram of the transactions amount of scenario S3

B. Simulated events analysis

In case of the simulated events, we are interested in the
recognition performances. As the simulation is stochastic, the
evaluation has been repeated several times. However, the results
are very similar for each run.

Figure 7 presents the histogram of the transactions amounts
depending on their type in scenario S3. We can see that the
distribution of the mule transfer is a bit translated to lower
amounts in comparison to the distribution of initial fraudster’s
transfers (because of the interest kept by the mule) and overlaps
with the distribution of withdrawal and deposits.

Figure 8b represents the number of transactions between the
different states in scenario S2. For the simulated logs, we can
see that 9 (4+5) transactions have been detected as suspicious.
However, most of the transactions are in the range of authorized
transactions according to the EPC.

Table II gives the recognition performance of the PSA on
the selected example of each scenario, and Figure 9 presents the
transactions of the participants involved in the fraud of S2 (the
other users which made no transactions with the fraudsters
are not displayed for clarity reasons). Each node represents
a user, each edge represents a transaction, the label of an
edge represents the index of the transaction in the sequence.
Small gray edges represent True Negative, orange (gray for
printed version) edges represent False Positive, green (dark
gray) edges represent True Positive, red (black) edges represent
False Negative. For scenario S1, the ratio of False Positive is
null. For scenario S2, the ratio of False Positive is equal to
5/655 ' 1%, while the ratio of False Negative is of 6/10 '
60% if we consider the whole set of irregular transactions (first
fraudster to mules and mules to last fraudster), or 1/5 ' 20%
if we consider the subset of irregular transactions detectable by
the PSA (mules to last fraudster). For scenario S3, the ratio of
False Positive is of 3/5297 ' 0.05%, while the ratio of False
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Figure 8. Transactions obtained on a simulated run with a limited amount
of users. Width of an edge is proportional to the number of transactions and
red color corresponds to generated alerts

Negative is of 11/20 ' 55% if we consider the whole set of
irregular transactions, or 1/20 ' 5% if we consider the subset
of irregular transactions detected by the PSA.

The fraudulent transactions made from the initial fraudster
to the mules are not detected as being suspicious, which is
correct as the EPC has not been constructed to detect these
transactions. The transactions of all mules, except EU0 , to
the fraudster are correctly detected as being suspicious. All
the non-suspicious transactions of mule EU0 are detected as
being suspicious.

C. Discussion

As we have no ground truth on the real world events, we
cannot verify the recognition performance of the PSA. However
we can notice that the number of alarms is quite important,
and obviously superior to the real quantity of suspicious
transactions. In order to reduce the number of alarms, it would
be necessary to fine-tune the EPC with the help of a real world
dataset with annotated transactions (suspicious/not suspicious)

Table II. SENSITIVITY AND SPECIFICITY OF THE PSA ON DETECTION
OF ANOMALIES IN TRANSACTIONS

Fraudulent Normal Total
Alarm raised 0 0 0
Alarm not raised 0 1077 1077

Total 0 1077 1077

(a) Scenario S1

Fraudulent Normal Total
Alarm raised 5-1 5 9
Alarm not raised 1+5 650 656

Total 10 655 665

(b) Scenario S2

Fraudulent Normal Total
Alarm raised 10-1 3 12
Alarm not raised 1+10 5294 5305

Total 20 5297 5317

(c) Scenario S3

or to use an additional component which filters the alerts
generated by the PSA.

The PSA shows the correct behavior in all scenarios. The
detection errors with user EU0 come from the fact that the
very first transaction of the user is the fraudulent one. The
respective process state component is then set to this amount.
Thus all his next transactions are detected as being suspicious
as there is no transition in the process behavior representation
to the state related to this amount. As a matter of fact, the
other transactions of this user will be indefinitely detected as
being suspicious in the future.

Usually, the evaluation of anomaly detection tools is done
using a ROC curve [18] (sensitivity and specificity obtained
for various configuration thresholds τ ∈ R). The PSA cannot
be configured with such a simple threshold. Instead, there is a
complex configuration (ρ = (ρEPC , ρmapping)) composed of
an EPC configuration (ρEPC ∈ E, E is the set of possible
EPCs) associated with a discretization scheme for transfer
amounts (ρmapping ∈ M, M is the set of possible mapping
functions). It is thus difficult to automatically run through the
possible choices of EPCs and discretization schemes in order
to obtain several configurations giving the ROC curve. For this
reason, we provide only one performance point.

VI. RELATED WORK

With respect to the exhaustive survey of approaches in
the field of business process management given in [19], the
functionality the PSA prototype [4], [5] used in this work
could be classified as “check conformance using event data”
approach. In this approach, information is used both from
the process model and the event data in order to identify
deviations of runtime behavior from expected behavior. The
trend for this specific aspect of business process management,
as presented in [19], shows a growing interest in the last
three years. A similar approach is described in [20] but the
focus is on quantification of inconsistencies by the formation
of metrics. We consider the framework presented in [15]
on runtime compliance verification for business processes as
complementary to our work.

Many data-mining algorithms have been adapted for fraud
detection in the banking field. Filters, decision trees and logistic
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Figure 9. Representation of the users involved in the fraud and their transactions in scenario S2. The transfers of the mules, except those of EU0 , have been
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regression are the most used because they can be easily
interpreted. As a result, it is easier for an operator to explain
to a client why a specific transaction is considered as being
fraudulent. Other methods involving automated model learning
are more rarely used because of the difficulty to interpret results
and of the need for training data. However, there are some
industrial solutions based on such methods. VISA, for example,
implements neural networks in their fraud detection tool, RST
(Real-Time Scoring) [21]. This tool associates a score to a
transaction and raises an alert if the score exceeds a threshold
chosen by the bank. However, it is the bank’s responsibility to
find out the reasons why a transaction which raised an alert

should be blocked.

Bhattacharya et.al. [22] and Delamaire et.al. [23] published
a state-of-the-art of the data-mining algorithms used for de-
tecting frauds among credit card transactions. They show that
several attempts were undertaken to adapt neural networks,
SVMs, Bayesian networks, decision trees, expert systems and
Hidden Markov Models to the field of credit card transactions.
In [24], a separate change detection model for each cell in
a multi-dimensional data cube is used for a change detection
system for VISA. To our knowledge, not all mobile payment
services include automated fraud detection solutions. The
surveillance can be manual or based on business rules. However,



the M-PESA service, which is one of the most well known
MMT services, has deployed MinotaurTM Fraud Management
Solution in 2012 [25]. This fraud management system is based
on the use of business rules and neural networks [26]. To our
knowledge, there are no public works concerning the study and
the adaptation of fraud detection methods to mobile payment
systems. Therefore, we cannot easily compare our work to
existing systems.

VII. CONCLUSION

The work presented in this paper utilizes alerts generated
by the uncertainty reasoning component of the PSA to detect
money laundering patterns in synthetic process behavior com-
posed of simulated logs based on properties captured from real
world transaction events.

We have shown that the PSA is able to raise alerts in a
simulated scenario of fraud with mules. For this simulated
scenario, the detection is efficient, but show that such system
could be sensitive to noise in a real world system. It would
be necessary to improve the resistance to noise through a
correlation of the generated alerts or by an application of
specific evaluation of the process states when an alert is
generated (for example, move to the critical state if the same
alert has been raised several times).

Results of the PSA should be associated with decision and
reaction systems in order to modify the security rules of the
MMT system to automatically block the fraud [3]. In order to
ease the evaluation of the system, it could be interesting to
develop methods able to automatically produce a huge quantity
of EPCs to provide several evaluation points.
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